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Navigating the Path to Ethical and Responsible AI 
Integration in Health and Life Sciences with Human 
and Machine Collaboration
Shobhit Shrotriya*, P. K. Nizar Banu†, Avi Kulkarni‡ and Sujata Aiyangar§

Artificial Intelligence (AI) is bringing a transformative change to the way businesses strategize, operate, 
and work. Human and Machine working together in tandem to deliver critical business outcomes has 
become an expectation. The application of AI in the synergistic fields of Health and Life Sciences is 
changing the way clinical research is being done, with medical practitioners adopting AI-based solutions 
for the diagnosis of certain diseases, such as various types of cancer and clinicians adopting AI-based 
solutions in drug development and several downstream processes. As an example, the application of AI in 
radiology and imaging has yielded positive outcomes, however, it has been observed that these algorithms 
may acquire unwanted biases through the training datasets, which may lead to inaccurate diagnosis and 
potentially flawed care recommendations. These biases may prove to be fatal and hence it is imperative to 
institutionalize guidelines and governance for ethical and responsible use of AI. This paper is an attempt 
to understand the nuances of these biases and to build a sustainable framework that will help enable and 
scale the implementation of Responsible AI in the fields of Health and Life Sciences.
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1. Introduction
According to a Gartner report,1 80% of enterprises will have 
incorporated AI by 2026. MarketsandMarkets estimates 
that AI in health care is projected to grow from $14.6 
billion in 2023 to $102.7 billion by 2028; it is expected to 
grow at a compound annual growth rate of 47.6% during 
the forecasted period.2 AI, if used responsibly and wisely, is 
predicted to create a better future for society at large and 
would benefit industries, businesses, and governments. 
The people in the top positions in industry have realized 
the immense potential that AI offers. Humans and 
Machines working in synergy can transform the way 
work is being performed today across the spectrum of 
industry. The use of AI in addressing complex business 
problems has motivated organizations to incubate, scale, 
and industrialize its implementation.15–20 Successful 
implementations and uses of AI in various forms and 
shapes, such as diagnosis of various types of cancer, 
have greatly benefitted those areas of the health and life 
sciences that have deployed them. However, at the same 

time, it is essential to ensure that the outcomes delivered 
by AI can be trusted, are unbiased, and do not pose risks 
that create adverse impacts. The journey to the ethical and 
responsible use of AI is a critical one and it is imperative 
to carefully strategize the design and development of 
AI algorithms that minimize the risks and challenges 
associated with it.

Understanding the concept of ‘Ethics’ is important. 
Ethics is defined as a set of moral principles to govern 
the behaviors or actions of an individual or a group of 
individuals.3 When this definition of ethics is extended to 
AI, it relates to the moral obligations and duties of both 
the AI itself, and of its developers. Ethics of AI and Ethical 
AI are terms that are used interchangeably but there are 
certain nuances to these concepts that are depicted in 
Table 1 below.
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Table 1: The AI world of ethics.

AI Human Society

Ethics 
of AI

Principles of 
developing 
AI to interact 
with other AIs 
ethically

Principles of 
developing 
AI to interact 
with Humans 
ethically

Principles of 
developing AI 
to function 
ethically in 
society

Ethical 
AI

How should 
AI interact 
with other AIs 
ethically?

How should 
AI interact 
with Humans 
ethically?

How should 
AI operate 
ethically in 
society?
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2. Discussion
A. Understanding relation of humane-ness, human 
centeredness, human dignity in the application of AI
Before deep diving into concept of Responsible AI (RAI), 
it is crucial to understand the relationship between 
humane-ness, human-centeredness, human dignity, and 
the application of AI.4–6 Below is a summary of each 
concept as it relates to AI that also shows their interrelated 
qualities.

Humane-ness
Humane-ness refers to the quality of being compassionate, 
kind, and considerate towards humans and their needs. In 
the context of AI, humane-ness implies developing and 
deploying AI technologies in a manner that prioritizes 
human well-being, safety, and dignity.

Humane AI seeks to minimize harm, promote fairness, 
and uphold ethical principles in the design, development, 
and deployment of AI systems.

Human-centeredness
Human-centeredness in AI emphasizes the importance 
of designing systems that prioritize human values, 
preferences, and experiences. It involves involving end-
users in the design process, understanding their needs, 
and incorporating feedback to create AI technologies 
that align with human goals and aspirations. Human-
centered AI aims to enhance human capabilities, improve 
user experience, and foster trust between humans and AI 
systems.

Human dignity
Human dignity is the inherent and inviolable worth 
and value of every human being. It encompasses 
principles such as autonomy, respect, fairness, and non-
discrimination. In the context of AI, respecting human 
dignity means ensuring that AI systems do not infringe 
upon human rights, privacy, or autonomy. AI technologies 
should be developed and deployed in a manner that 
upholds human dignity and preserves human agency.

There is interconnectedness between application 
of AI and humane-ness, human-centeredness, human 
dignity. Humane-ness and human-centeredness guide 
the development and deployment of AI technologies to 
prioritize human interests, needs, and values. Human 
dignity serves as a foundational principle that underpins 
ethical AI practices, ensuring that AI systems respect and 
protect the rights, freedoms, and dignity of individuals. 
By integrating humane-ness, human-centeredness, and 
respect for human dignity into AI development processes, 
AI technologies can be built that are ethically sound, 
socially responsible, and beneficial to humanity.

B. Designing and operationalizing humane-ness values 
and ethical AI principles
The principles described above are essential to ensure that 
AI technologies align with societal values, respect human 
rights, and promote human well-being.4 Steps to consider 
in this process are detailed below.

Identify Core Humane-ness Values
Begin by identifying the core humane-ness values 
that should guide the development and use of AI 
technologies. These may include principles such as 
fairness, transparency, accountability, privacy, inclusivity, 
and safety.

Develop Ethical AI Principles
Based on the identified humane-ness values, develop a set 
of ethical AI principles that reflect these values and serve 
as guiding frameworks for AI development, deployment, 
and use. Ethical AI principles should be comprehensive, 
clear, and actionable, providing guidance to developers, 
researchers, policymakers, and other stakeholders 
involved in AI ecosystems.

Embed Ethical Considerations in AI Design
Incorporate ethical considerations into the design process 
of AI systems from the outset. This involves integrating 
mechanisms for fairness, transparency, and accountability 
into algorithmic decision-making processes. Use 
techniques such as fairness-aware machine learning, 
transparent model documentation, and algorithmic 
impact assessments to address ethical concerns and biases 
in AI systems.

Promote Human-Centered Design
Adopt a human-centered design approach that places 
human needs, preferences, and experiences at the 
forefront of AI development. Engage with diverse 
stakeholders—including end-users, domain experts, 
ethicists, and impacted communities—to gather insights, 
feedback, and perspectives throughout the design 
process.

Establish Governance and Oversight Mechanisms
Establish governance structures and oversight 
mechanisms to ensure compliance with ethical AI 
principles and regulatory requirements. This may involve 
creating AI ethics committees, regulatory bodies, or 
industry standards organizations tasked with reviewing, 
monitoring, and enforcing ethical guidelines and best 
practices.

Promote Transparency and Accountability
Foster transparency and accountability in AI systems by 
ensuring that decision-making processes and outcomes 
are explainable, interpretable, and auditable. Implement 
mechanisms for documenting, tracing, and validating AI 
algorithms, data sources, and decision-making logic to 
enhance transparency and accountability.

Educate and Train Stakeholders
Provide education and training programs to stakeholders 
involved in AI development, deployment, and use. 
This includes developers, data scientists, policymakers, 
ethicists, and end-users, to raise awareness of ethical 
considerations, promote responsible AI practices, and 
foster a culture of ethical decision-making.
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Iterate and Adapt
Continuously iterate and adapt ethical AI principles 
and practices in response to evolving technological 
advancements, societal needs, and ethical challenges. 
Regularly assess and reassess the impact of AI technologies 
on individuals, communities, and society at large, and 
adjust ethical frameworks accordingly.

By systematically integrating humane-ness values and 
ethical principles into the design and operation of AI 
systems, we can foster the development of AI technologies 
that are trustworthy, responsible, and beneficial to 
humanity.

C. Implementing responsible AI in health care
Implementing responsible AI in health and life sciences 
requires careful consideration of ethical, regulatory, 
and practical factors to ensure that AI technologies are 
used safely, ethically, and effectively.7,8 Approaches to 
implement responsible AI are suggested below.

Ethical Guidelines and Frameworks
Develop and adhere to ethical guidelines and frameworks 
that govern the design, development, and deployment 
of AI technologies in health care. Ensure that AI systems 
prioritize patient safety, privacy, autonomy, and well-
being while adhering to principles such as transparency, 
accountability, fairness, and non-discrimination.

Regulatory Compliance
Ensure compliance with health care regulations, data 
protection laws (such as HIPAA in the United States), and 
industry standards governing the use of AI in health care 
and drug development. Stay abreast of evolving regulatory 
requirements and ensure that AI systems adhere to 
legal and ethical standards to protect patient rights and 
confidentiality.

Clinical Validation and Evidence-Based Practice
Ensure humans are in the loop to validate AI algorithms 
and models through rigorous testing and validation to 
ensure their accuracy, reliability, and safety and to prevent 
any data leakage in both clinical trial and real-world 
health care settings. Emphasize evidence-based practice 
and ensure that AI-driven diagnostic, predictive, and 
treatment recommendations are based on sound scientific 
evidence and clinical guidelines.

Transparency and Explainability
Promote transparency and explainability in AI-driven 
solutions and systems by providing clear explanations 
of how AI algorithms work, how decisions are made, and 
how recommendations are generated. Ensure that there 
is an awareness amongst both practitioners and patients 
about the AI-driven solutions and systems being used.

Data Privacy and Security
Implement robust data privacy and security measures to 
protect patient health information and sensitive medical 
data from unauthorized access, breaches, and misuse.

Adhere to data protection regulations and industry 
best practices for data encryption, access controls, 
data anonymization, and secure data storage and  
transmission.

Bias Detection and Mitigation
Identify and mitigate biases in AI algorithms and datasets 
to ensure fair and equitable outcomes for diverse patient 
populations. Implement bias detection techniques, diverse 
training approaches, and algorithmic audits to address 
biases related to race, ethnicity, gender, socioeconomic 
status, and other factors.

Clinical Decision Support and Human Oversight
Use AI-driven clinical decision support systems to assist 
health care and clinical professionals in diagnosis, 
treatment planning, and patient management. Maintain 
human oversight and accountability by ensuring that AI 
recommendations are reviewed and validated by trained 
professionals before clinical or medical use.

Continuous Monitoring and Evaluation
Continuously monitor, evaluate and report the 
performance, safety, and impact of AI-driven solutions and 
systems in clinical practice. Collect feedback from health 
care providers, clinicians, patients, and other stakeholders 
to identify potential issues, improve system usability, and 
optimize clinical outcomes over time. Institutionalize a 
structured governance and escalation process to manage 
risk and ensure transparency at all levels.

By implementing these approaches, health care 
organizations can harness the potential of AI technologies 
to improve patient care, enhance clinical decision-making, 
and advance medical research while upholding ethical 
standards and protecting patient rights.

D. Deep dive into Responsible AI (RAI) – Understanding 
RAI
Responsible AI is the practice of using AI with good 
intentions to empower employees and businesses, and 
fairly impact customers and societies – allowing companies 
to engender trust and scale AI with confidence.9 The 
consequences of AI bias can be severe, for example, an AI 
model diagnosing malignancy as non-malignancy or vice-
versa. It is therefore imperative that AI is implemented 
responsibly to meet consumer expectations and remain 
relevant. Laws have not kept up with technology, so 
companies must recognize that they need to do more 
than avoiding illegal activities.

Managing AI and AI Bias requires soft skills (improving 
management and governance of AI), technical solutions 
(actions for engineers to reference during development), 
and thorough understanding of associated data together 
with business context. Neutral outcomes, data reliability, 
and unbiased AI are mandatory success criteria in the 
implementation of AI.

Businesses should use a human-centered approach 
to achieve RAI, based on a transparent, reliable, 
understandable, sustainable, and trainable (TRUST) 
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framework that will enable them to shape their key 
priorities, implement governance strategy, build systems, 
and drive their businesses to success. Figure 1 summarizes 
the TRUST concept.9

The TRUST equation is an amalgamation of attributes 
that drives openness and transparency across the entire 
journey of building processes and guidelines for the 
ethical and responsible use of AI. The primary intent is the 
‘transparent’ use of technological tools to detect bias. There 
needs to be a commitment to eliminate biases through 
the implementation of robust and ‘reliable’ governance; 
there must also be the ability to open the ‘black box’ of 
AI models to make the algorithms, and their inputs and 
outputs, understandable. There is a requirement for 
consistent, scalable and manageable guardrails to make 
AI systems secure and ‘sustainable’. Finally, a ‘trainable’ 
model for human and machine interaction needs to be 
developed.

E. Challenges during the RAI implementation journey 
in Health and Life Sciences
There are significant challenges in the implementation of 
RAI. A few of these are listed below.

Regulatory and legal issues10

Violation of anti-discrimination laws. An AI algorithm 
trained with biased datasets which may result in 
different treatment options for different racial or ethnic 
groups, could potentially violate anti-discrimination 
laws.

Uninformed consent. When patients are not informed 
that an AI model may be less accurate for their demographic 
group due to biases in the training data, they could argue 
that they could not provide fully informed consent for 
their treatment.

HIPAA violations. If bias in AI models leads to 
inappropriate treatment recommendations, this 
could potentially lead to a breach of the Health 
Insurance Portability and Accountability Act (HIPAA) in 
the US.

Product recalls. The US Food and Drug Administration 
(FDA) regulates medical devices, which include certain 
types of AI models. A biased AI model that may lead to 
harm, could result in the model being recalled or its FDA 
approval being revoked.

Medical harm. An incorrect treatment recommendation 
due to a biased AI may lead to harm to a patient.

Liability complications. Developers of a biased AI model, 
who were aware of the biases and did not take sufficient 
steps to address them, increase liability.

Data Infrastructure and Quality
The need to be able to access large sets of structured and 
highly standardized data from disparate systems across 
the clinical trial value chain and constraints attached to 
patient medical information/records.

Technical
Clinical platforms have legacy design constraints that 
pose challenges to integration on new AI models. 
Interoperability with multiple systems and platforms that 
are usually highly customized and validation is required 
for every upgrade.

People and Process
Data stewardship is needed, including clearly defined 
processes on how to treat, govern, and leverage data to 
make decisions. Poor data science strategies across the 
value chain that are designed only to derive maximum 
return on investment on AI products and services present 
a challenge to the implementation of RAI.

AI implementation requires specialized resources 
with skills and knowledge training needed to align the 
implementation with the regulatory pathways embedded 
across the IT landscapes. End- users also require training 
on the best use of the system. There also needs to be 
acceptance by the end-users of AI-based clinical and/or 
medical decisions.

F. The journey to RAI and Trusted AI (TAI) – Establishing 
a future-looking framework
To establish trust, RAI drivers should be woven into the AI 
architecture and operating capabilities. Three important 
attributes embed responsibility and establish trust.9

Govern
Create an internal governance framework and processes 
that are anchored to industry and societal shared values, 
regulations, ethical guardrails, and accountability. 
Promote clarity around decisions.

Design
Design and deploy AI with TRUST principles (e.g., privacy, 
transparency and security) by designing and building 
systems that lead to “explainable” AI. Empower project 
teams to understand and address issues of bias.

Monitor
Monitor and audit the performance of AI against key value-
driven metrics, including algorithmic accountability, bias, 
and cybersecurity.

Figure 1: The TRUST Equation.
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Combined with these attributes are the five RAI pillars 
depicted in Figure 2.11,12

Fairness
AI bears the risk of amplifying human bias, potentially 
resulting in unfair and unintended treatments that may 
put the entire solution in jeopardy.

Transparency
Given that adoption is directly linked to trust, it is 
imperative to be transparent about the use and decision-
making agency of AI.

Data Stewardship
Given AI’s unique reliance on large data sets, a 
comprehensive approach to data stewardship is  
required.

Accountability
Given its novelty, the potential risks associated with AI 
place increased pressure on organizations to properly 
govern and self-regulate responsible AI programs.

Community
Embracing human and machine interaction through 
talent sourcing, education, and empowerment will be 
critical in creating an AI community.

While assessing the five pillars of RAI, an important 
aspect to consider simultaneously is the application of 
‘FAREA’ methodology.13

Is the algorithm fair? Ensure the artificial intelligence 
tool cannot be used to propagate virtual discrimination.

Is the algorithm auditable? Do you fully understand 
what the AI tool is meant to do and how it operates? What 
data is it collecting?

Who is responsible for the algorithm? Who is 
responsible for the digital decisions the algorithm makes? 
Who is responsible for auditing the algorithm?

Is the algorithm explainable? Are digital decisions and 
any data necessary available and explainable to end users 
and stakeholders?

Is the algorithm accurate? Have you tested the 
algorithm with test data? Do you know how the tool will 
react to novel situations?

Imagine implementing an industry-agnostic Trusted 
AI (TAI) framework from startup to advanced compliance 
monitoring, which allows companies to embrace a 
superpowered workforce without making costly missteps 
as a result of bias.9 Figure 3 shows such a framework.14

TAI would reside in a ‘data lake’ and would be powered 
by a human-machine operating engine to orchestrate the 
optimal synergy of data, applied intelligence and digital 
technologies to power the workforce for transforming 
business operations.

Figure 2: The RAI Pillars.

Figure 3: The TAI Framework.
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The TAI framework would be driven by ‘three key’ 
components of Trainers, Explainers and Sustainers.14

The ‘Trainers’ component would be a combination of 
human and machine. The human sub-component will 
involve a variety of individuals that perform various roles 
in the organization, such as recruiters, people advisors, 
solution architects, technologists, etc. who will form the 
link to the machine element, which will be trained by a 
set of AI algorithms on numerous dimensions, such as 
domain, sentiment, culture, emotional intelligence, social 
styles, etc.

The second component, the ‘Explainers’ would 
include those people that understand and document 
the AI decision tree, drive change management, and be 
exception handlers.

The third and most critical component, the ‘Sustainers’ 
would be responsible for testing and detecting biases 
in existing or new algorithms, and for the continuous 
monitoring of implemented algorithms for bias or 
unexpected results.

The TAI framework would be powered by a scorecard 
that would help to identify probability of occurrence of a 
particular bias (or a set of biases), to quantify the severity 
and/or impact of the bias, and finally to assign a score 
to a bias to help identify the best mitigation strategy to 
address it.

In summary, TAI would be expected to do the following-

•	 Test new algorithms for bias
•	 Monitor implemented algorithms for bias or unex-

pected results
•	 Continuous learning engine to learn from identified 

biases
•	 Delivered by a ‘new skilled’ agile workforce
•	 Leverages proven Applied Intelligence assets
•	 Powered by new Analytics Apps, AI Advisors, Respon-

sible AI tools, and the TAI scorecard

TAI will allow for the monitoring of AI by its ‘AI twin’ 
to enable continuous bias retraining. Intelligent work 
distribution will escalate edge cases for a human to review 
and remediate potential biases. Companies will be able 
to explain to customers and to regulators with greater 
precision why a loan was approved or why a change in 
cells could be early-stage cancer. Companies using TAI can 
do this with confidence that the results have not been 
biased by, for example, race, gender, or class.

3. Encountering the AI Ethical Dilemma
A. Understanding the common dilemmas and challenges 
AI poses today
Over the years, it has been observed that while unlocking 
value, AI and analytics introduce new risks and challenges. 
There are numerous examples across industries that 
outline ‘what went wrong’. A selection of these is given 
below.

Amazon’s HR Hiring Tool
From 2014 to 2017, Amazon invested heavily in building 
an AI-enabled hiring tool. However, the existing gender 
imbalances for technical jobs were ingrained in the 

historical data that Amazon’s AI used to make hiring 
decisions. The outcome was successful male candidates 
and unsuccessful female ones. After four years of 
significant investment, Amazon was forced to retire the 
application.15

Microsoft’s Twitter Bot “Tay”
In 2016, shortly after its launch, Twitter (now X) users 
began tweeting politically incorrect phrases to Microsoft’s 
Twitter chatbot, “Tay”. Microsoft had not trained the 
chatbot to navigate these types of inappropriate behavior 
and so Tay responded by sending its own inflammatory 
tweets to the public. After 16 hours of operation, Microsoft 
was forced to shut the bot down.16

Winterlight Labs Auditory Testing tool
In 2016, a Canada-based start-up company focused its 
energies on developing AI-powered auditory tests for 
neurological diseases. The technology captured the 
person’s dialect and analyzed the data to determine 
the onset of Alzheimer’s disease. Though the test had a 
staggering accuracy of >90%, the datasets it was trained 
on were mainly of native English speakers only. When 
non-English speakers took the test, due to their non-
fluency, pauses while speaking or mispronunciations were 
misconstrued as markers of the disease.17,18

Skin Cancer Detection
In several research efforts, AI algorithms have been 
developed for skin cancer detection and diagnosis. 
Because of the limited availability of diversified training 
datasets, it has been observed that AI has been more 
accurate in diagnosing malignancies of light-skinned 
patients compared with dark-skinned individuals. The 
current trend indicates that AI models do not usually 
consider clinical context or metadata. Several attributes 
that include but are not limited to genetics, medical 
history, lesion prognosis, etc. play an important role in 
accurate diagnosis. An MIT Media Lab study published in 
February 2018 found that AI-based skin cancer detection 
solutions were 11% to 19% more accurate on lighter-
skinned individuals and 34% less accurate for darker-
skinned individuals.17–20

Convolutional Neural Network for Common Thoracic Diseases
A 2020 PNAS study highlighted how gender imbalances 
inherited from the training data sets resulted in lower 
accuracy in the underrepresented group. The study 
illustrates that gender imbalance in medical imaging 
datasets produced biased classifiers for computer-aided 
diagnosis based on convolutional neural networks 
(CNNs). It is a known fact that CNNs and other similar 
models learn from techniques that are deployed for 
image segmentation, filtration, and structural changes 
that appear in the images. It therefore requires large and 
balanced datasets to ensure that the AI-model is bias-free 
and can diagnose disease conditions as expected.21,22

In general, bias in AI systems can have serious 
implications, including disparities in diagnosis, treatment, 
and patient outcomes.23,24 Some examples for potential AI 
bias in the health care industry are outlined below:
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Racial Bias in Dermatology Diagnoses
AI algorithms may be less accurate in diagnosing skin 
conditions in darker-skinned patients compared with 
lighter-skinned patients as a result of the training datasets 
fed in at the time of learning. This bias could lead to 
misdiagnosis and delayed treatment for patients from 
ethnic minority groups.17–20

Gender Bias in Cardiovascular Risk Assessment
Given that males are more prone to heart disease, AI 
algorithms may underestimate the risk of heart disease in 
women compared with men, leading to underdiagnosis 
and undertreatment of cardiovascular conditions in 
female patients.

Socioeconomic Bias in Predictive Models
Predictive models used to identify patients at high risk 
of hospital re-admission or poor health outcomes may 
exhibit socioeconomic biases. These models often rely 
on electronic health record (EHR) data, which may reflect 
biases related to socioeconomic status, access to health 
care, and social determinants of health. As a result, 
patients from marginalized or underserved communities 
may be disproportionately affected by biased predictions 
and recommendations.

Language Bias in Natural Language Processing (NLP) Systems
Natural Language Processing (NLP) systems that are used 
for analyzing clinical notes, patient records, and medical 
literature may exhibit language bias. These systems 
may perform poorly or inaccurately when interpreting 
text written in languages other than English or when 
reading medical jargon used by health care professionals. 
Language bias can lead to errors in clinical documentation, 
miscommunication between health care providers, and 
disparities in patient care.

Geographic Bias in Diagnostic Imaging Algorithms
AI algorithms used for analyzing medical imaging data, 
such as X-rays, CT scans, and MRI images, may exhibit 
geographic bias. These algorithms may be trained on 
datasets that primarily include patients from certain 
geographic regions or health care institutions, leading to 
performance disparities in different populations. Patients 
from underserved regions or with restricted access to 
high-quality health care facilities may receive less accurate 
diagnoses or interpretations from AI-driven imaging 
systems.

Addressing bias in AI systems used in health and life 
sciences requires careful consideration of data quality, 
model training methodologies, algorithmic transparency, 
and ongoing evaluation and validation processes. By 
proactively identifying and mitigating bias, organizations 
can ensure that AI technologies contribute to equitable 
and patient-centered research and care.

B. Application of Generative AI in health and life 
sciences
According to the latest report from Accenture,25 advances 
in Large Language Models (LLMs) can revolutionize the 
health and life sciences industries. 98% of the providers 

and 89% of executives who participated in the study 
believe these advancements will play an important role 
in their organizations’ strategies in the next three tofive 
years, as 40% of all working hours could be impacted by 
LLMs like Open AI’s GPT-4.

Generative AI (Gen AI) is also demonstrating promising 
results in drug discovery and development.26 Whether it 
is about efficient analysis of large datasets, identifying 
promising research candidates for clinical trials, or even 
predicting potential side effects and interactions, Gen AI 
is making a significant impact. Together with expediting 
the discovery process, it is also enhancing the precision 
and safety of drug development. In the clinical data 
management space, use of Gen AI is enabling faster, 
more efficient cleansing of clinical trial data. In the 
Pharmacovigilance space, adverse-event case processing, 
aggregate reporting, and narrative writing is becoming 
swifter and more efficient.32 Product dossier completion 
and authoring of regulatory documents has become very 
efficient with the use of Gen AI.

Traditionally, patient treatment was administered based 
on broad population data, with limited consideration for 
individual variations.26 GenAI is now making it possible to 
dive deep into patients’ genetic profiles, medical histories, 
and real-time health data. Customized and personalized 
care is now possible that meets the unique needs and 
genetic makeup of each patient. This patient-centric 
approach is resulting in precise and effective medical care 
that improves outcomes and reduces the occurrence of 
adverse events significantly.33

Data-driven real-time insights are enabling public 
health strategies, optimizing hospital operations, and 
reshaping medical care at scale, leading to sustainable and 
industrialized health care systems. Gen AI holds immense 
promise and is already revolutionizing the health care 
industry.33 While the future seems very promising, enabled 
as it is through this digital transformation, it also raises 
ethical and regulatory concerns and threats to patient 
privacy and security.

C. Understanding Ethical issues with AI and Gen AI
The examples in the preceding section are reflective of 
the unintended consequences of AI implementation. 
Launching AI without an understanding of its social 
impact can be risky to a company’s reputation and brand. 
Furthermore, deploying AI without anchoring it to robust 
compliance and core values may expose a business to 
significant risks, including employment/HR issues, data 
privacy breaches, and health and safety problems.

Figure 4 shows how the adoption and implementation 
of AI can potentially lead to ethical concerns taking center 
stage.9 These concerns are outlined below.

Job Apocalypse
Once AI is implemented successfully for use and is 
delivering satisfactory outcomes, it will likely lead to 
massive job losses resulting in a ‘Job Apocalypse’.

Singularity
There is a fear that humans will create something more 
intelligent than ourselves (AI) and we will lose control.
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Lack of Transparency
AI, once developed and implemented, cannot (or will not) 
explain itself, creating a dangerous lack of transparency 
for the outcomes that it may impact and/or deliver.

Data Privacy
AI may do things with data that we may not have 
consented to do.

Artificial Stupidity
We understand that AI models, unlike humans, lack 
empathy, common sense and general intelligence. This 
absence may result in erroneous or unfavorable outcomes

Inclusion and Diversity
Finally, ignoring inclusion and diversity can have 
significant impacts on outcomes delivered by AI models.

A paper published in 2018 by Harvard Business Review 
on ‘Auditing Algorithms for Bias’ stated that “Data is not 
objective; it is reflective of pre-existing social and cultural 
biases”.27 It is therefore essential to understand how bias 
creeps in AI algorithms as they are trained using complex 
and large datasets.

Oxford Dictionary defines bias as an “inclination or 
prejudice for or against a person or group, especially in 
a way considered to be unfair”. AI is susceptible to biases 
that emerge from its interactions with humans and the 
data it is given. As AI learns from biased people and data 
its ability to learn, predict, and surprise is tainted with the 
biases it learns and by the new biases it propagates.

Bias can be introduced into AI applications through 
data, models, or ongoing operations. All three components 
work in conjunction and can reinforce each other if biases 
are not addressed at the early design stage. The following 
high-level process flow shown in Figure 5 illustrates where 
unintentional bias is most likely to arise in the context of 
a typical AI development and implementation process.28

While developing AI models, as one transitions from 
design stage to build stage, two types of biases can creep in. 
A data-driven bias results from incomplete or insufficient 
data or pre-existing cultural norms. For example, in a 
CNN model developed for skin cancer detection, if the 
datasets are not diverse enough with images of patients 
across color, age, and ethnicity, AI is most likely to make 
inaccurate and biased assessments. A Similarity/Model 
bias is created during the ‘assumptions creation’ process 
and is related to choices made during development. For 
example, in an AI model development for the detection 
of head and neck cancer, assuming that women are less 
likely to consume tobacco, or smoke may result in the 
model making biased decisions while processing datasets 
that are a combination of combined gender population.

Once the model is developed, tested and deployed for 
use, it is important to ensure continuous monitoring 
and assessment to prevent any interaction bias (which is 
the third type of bias) to creep in. This bias is introduced 
through new interactions with people or situations that 
the model is unfamiliar with.

Bias needs to be eliminated at every step of AI 
development. Whether it is an unconscious bias that 
creeps in from a human component or an unplanned bias 
that occurs because of training data (see Figure 6), it can 
proliferate through the implementation of AI.13

Training Data bias
All AI models learn decision-making through training 
datasets. It is therefore essential to assess the datasets 
for the presence of any bias. For example, training data 
for a facial recognition algorithm that over-represents 
white people may create errors when attempting facial 
recognition for people of color.29 There are health apps 
that default to male symptoms for heart attacks as 
they are trained through predominantly male-specific 
datasets.30

Figure 4: Ethical issues with AI/Gen AI.

Figure 5: AI lifecycle and AI bias controls.
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Algorithm bias
AI models are developed by humans who are likely to make 
assumptions while programming and development that 
may be an outcome of a conscious or unconscious bias. 
These assumptions may result in algorithm bias which 
may further get amplified with the use of biased training 
data sets.29 For example, an AI-enabled text-to-image 
system called Midjourney, when asked to create images of 
smart or influential people, often displays pictures of old 
white men with glasses, showing a lack of representation 
for other races.30

Cognitive bias
All humans are influenced by their experiences, situations, 
preferences, and choices. These biases inadvertently make 
their way into AI models and are termed ‘cognitive biases’. 
For example, this type of bias may lead to favoring datasets 
gathered from one section of society rather than sampling 
from a range of populations around the globe.29

Addressing all the challenges associated with AI requires 
taking all of these biases into account.

3. Conclusion
In this paper, we have reviewed the applications of ethical 
and responsible AI in the health and life sciences industry. 
The advent of AI introduces new intersections between 
humans and machines, reshaping the activities that each 
has traditionally been known to do in a way that unlocks 
greater value. As an example, in the drug development 
process, the application of AI will help to accelerate 
clinical development, improve productivity, and expedite 
regulatory submissions. Developing and deploying AI 

models that do not inherit biases from training datasets 
and which are governed by RAI and TAI frameworks 
will help clinicians to draw insights from large complex 
datasets, and make better-informed decisions; it will 
help health care professionals diagnose and predict the 
onset of diseases, and will provide options for treatment 
and care. It is, however, important to note that managing 
this AI change is critical. Actions that would help fulfill 
the RAI mandate follow the glidepath shown in Figure 7, 
with each element driving a different type of value for 
businesses and industries.31

It all would start with ‘reimagining work’, which is a 
combination of evolution of work and the elevation of 
workers. As an example, a pharmacovigilance professional 
processing huge volumes of safety cases to assess 
safety issues related to a drug, determining causality 
and composing a safety narrative for submission to the 
regulatory authority would be assisted in the future by 
an AI using Natural Language Processing and Machine 
Learning to determine safety issues related to the drug. It 
would perform causality analysis and write the regulatory 
submission-ready narrative, thereby freeing up the time 
of the pharmacovigilance professional to focus on high-
risk cases and cater to the growth in adverse events cases. 
This development, as an example of a re-configuration of 
a job profile, will enable employees to take on work that 
is of higher value, providing them with the opportunity to 
contribute to strategic priorities of the organization. The 
second tenet of the glidepath is ‘pivoting the workforce’ 
to areas that create new forms of value with a significant 
impact on how organizations conduct their businesses. 
This tenet enables collaboration between humans and 

Figure 6: Unintentional AI bias introduction.

Figure 7: The AI Change Management.
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machines that would help to create new business models, 
thereby driving positive customer experience. As is 
evident, the most valuable skill required to collaborate 
with AI is that of judgement, which is needed in situations 
when a machine is unable to make the right decision. 
For example, when an AI-enabled algorithm processes an 
adverse event case to determine whether the event was 
caused as a result of the consumption of the drug or not 
and makes an incorrect assessment, the pharmacovigilance 
specialist makes an intervention to correct that inaccurate 
assessment and overrides the outcome through their fair 
judgment, thereby helping the AI algorithm to learn that 
the next time it assesses a case with similar conditions, 
its ability to make an accurate assessment is improved. 
This is a classic example of how human and machine can 
collaborate to instill the culture responsible use of AI. The 
last (but the most important) tenet in this glidepath is 
‘Sustenance of Change,’ which is about humans helping 
AI to help humans over time. More and more datasets 
being fed to the AI algorithm for it to learn from a growing 
variety of cases will help it to improve its judgement, 
thereby improving overall accuracy of assessment. This, 
in turn, would ensure higher quality of any safety reports 
submitted to regulatory authorities. Adoption and 
scaling the approach will help achieve sustained growth 
for organizations and help deliver better outcomes for 
customers and society at large.

Sustained success largely depends on adopting, 
embracing and then practicing Responsible AI to 
ensurethat data and associated systems are fair, 
transparent and accountable. Organizations globally can 
establish themselves as RAI and TAI industry leaders by 
taking steps to improve and implement best practices 
related to managing bias in AI. It is imperative that 
business leaders get immersed and involved in the RAI 
and TAI development and deployment process, thereby 
building trust in the entire ecosystem.
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