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Clinical trials are critical for advancing medical knowledge and developing new treatments, yet they
often involve substantial administrative burdens that can impede progress and reduce efficiency. Effective
clinical trial data management requires seamless participant engagement, accurate data collection, strict
regulatory compliance, and coordinated efforts among multidisciplinary teams. These demands can strain
resources and lead to workflow inefficiencies.

This research paper examines the potential of artificial intelligence (Al)-based tools, such as large
language models (LLMs), to enhance clinical coordination by optimizing administrative processes in clinical
trials. We assess LLM applications in streamlining standard operating procedures (SOPs), clinical data
management, automating documentation, and supporting regulatory compliance. To ensure responsible
implementation, we also examine key challenges related to ethical considerations, data biases, and safety
concerns, while proposing strategies for mitigating these risks.

Our findings indicate that integrating Al-driven solutions like LLMs can significantly improve operational
efficiency, reduce administrative workloads, and allow clinical trial teams to dedicate more time to patient
care and scientific inquiry. By leveraging Al responsibly, we can make clinical research more agile, adaptive,

and focused on advancing medical innovation.
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1. Introduction

Clinical trials are essential for advancing medical science,
yet they impose considerable administrative burdens
on clinical coordination efforts. Managing participant
engagement, regulatory compliance, data collection, and
documentation requires seamless collaboration among
clinical research staff, investigators, and regulatory teams.
These challenges often result in delays, increased errors,
and operational inefficiencies, ultimately impacting trial
timelines and data integrity.

The integration of artificial intelligence (Al) tools and
large language models (LLMs) presents an opportunity to
streamline administrative tasks, optimize workflows, and
enhance overall clinical coordination. Approximately 900
articles were found on PubMed mentioning “ChatGPT,
with most of the articles being published in the past
two years, and the scientific community has expressed
great interest in using LLMs for research purposes.'?
It is apparent that LLMs are being vastly utilized in the
scientific community. In this paper, we examine methods
of using LLMs to assist in drafting study documents,
automating data management, and ensuring regulatory
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compliance, thereby allowing clinical teams to focus on
patient safety, trial oversight, and scientific rigor.

2. Administrative Challenges in Clinical Trials
The complexity of modern clinical trials places significant
pressure on clinical coordination research teams. A
2022 study reported that approximately 61% of clinical
researchers experienced signs of burnout,* which is defined
by the World Health Organization as exhaustion, increased
mental distance from one’s job, and reduced professional
efficacy. 66% of clinical researchers believed that investing
in technology could mitigate administrative burdens.?
Administrative duties, which include drafting informed
consent forms, managing regulatory documentation,
developing training materials, and preparing grant
proposals, require significant time and effort.

In 2023, a systematic review examined ChatGPT as
an example of an LLM in the context of healthcare
education and research.® This review included a total
of 60 records, in which 85% of the records cited the
benefits of using ChatGPT in healthcare and research by
improving scientific writing, enhancing research equity,
highlighting ChatGPT's utility in healthcare research,
and providing benefits in healthcare education.> When
these responsibilities are inefficiently managed, it may
compromise trial completion, data quality, and participant
retention. Effective clinical coordination is critical to
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ensuring seamless communication among stakeholders,
compliance with ethical and regulatory requirements,
and efficient data processing. Given these challenges,
leveraging LLMs to streamline administrative processes is
a logical step in improving the efficiency of clinical trials.

3. Applications of LLMs in Clinical Trials
LLMsaretrained usingreinforcementlearning from human
feedback, enabling them to generate structured, context-
specific, and user-friendly responses.® Unlike traditional
search engines that deliver vast amounts of information
based on keyword searches, LLMs provide tailored
answers in the desired format, making them particularly
useful for managing time-intensive administrative tasks
in clinical trials. Traditional clinical workflow tools such
as Electronic Data Capture (EDC) platforms and Clinical
Trial Management Systems (CTMS) efficiently manage
various aspects of clinical trials but focus on oversight and
data collection, while LLMs have capabilities that extend
beyond these functions and reduce the administrative
burden.

LLMs are not substitutes for professional expertise and
must be verified against authoritative sources. They serve
as a valuable assistant in clinical coordination by reducing
administrative workload and improving efficiency in
key trial processes. Table 1 compares LLM features
that are useful in reducing the researchers’ workload in
comparison to the traditional clinical workflow tools.

3.1 Key Areas of Clinical Coordination Supported by
LLMs

Documentation and Consent Forms

Documentation is the backbone of clinical trials, with
consent forms being among the most crucial documents
in the clinical research process. Researchers at LifeSpan
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Healthcare System (LHS) analyzed 798 federally funded
clinical trial consent forms and found that dropout rates
increased by almost 16% due to the high-grade reading
level of the documents. To address this issue, the research
team utilized ChatGPT-4 as an example of an LLM to
transform a surgical consent form from a 12.6 Flesch-
Kincaid reading level to a 6.7 reading level.” We have
seen how the ability of LLMs to simplify complex medical
terminology and generate clear, patient-friendly consent
forms makes clinical information more accessible,
promoting informed decision-making.

Beyond consent forms, LLMs can support various
documentation tasks, including summarizing data from
research articles, clinical records, and patient records.
For instance, a cardiovascular study demonstrated
the potential of LLMs to generate structured data
from unstructured text, showcasing their capability to
enhance data management processes.® By reframing
technical jargon and making medical information more
understandable, LLMs help reduce barriers and facilitate
better patient engagement.

Regulatory Compliance

LLMs can significantly support regulatory compliance by
assisting in drafting and reviewing documents, as well
as summarizing guidelines from governmental agencies
such as the US Food and Drug Administration (FDA). In
this context, LLMs can generate detailed descriptions of
medical devices, risk management plans, general safety
and performance requirements checklists, and technical
reports.’

One of the strengths of LLMs lies in generating
standardized templates for Institutional Review Board
(IRB) submissions, minimizing redundant efforts, and
saving time. Furthermore, with constantly evolving

Table 1: LLMs vs. Traditional Workflow Solutions: Reducing Clinical Coordination Burden.

Feature LLMs

Traditional Workflow Solutions

Electronic Data Capture
(EDC) platforms

Clinical Trial Management
Systems (CTMS)

Real-time natural

language interaction zable for different workflows

Document drafting - Fast, accurate, context-aware

drafting

Data validation
for structured validation

- Human-like responses, customi-

- Requires prompt customization

- No conversational
capability

- No conversational
capability

- Not a core feature
- Mostly requires manual
data entry

- Requires manual data
entry

- Built-in validation rules
and logic

- May have advanced data
validation workflows

- Needs to be validated by a human

Plain language integration
(conversion of medical
jargon)

- Converts medical jargon into

paired with the right prompt
Set-up and training
Cost

- Free version available

*Prompt training may be needed, but is optional.

patient-friendly language when

- No setup and training needed*

- Typically, heavy with
medical terms

- Limited plain language
outputs

- Requires user onboarding
and role-based training

- Requires technical training
and customization

- The institution should
purchase and provide it

- The institution should
purchase and provide it
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regulations, LLMs can help keep documentation up to
date by scanning files for compliance and indicating
specific regulatory guidelines present. For instance, when
drafting sections on drug risks and side effects, specific
LLM prompts can identify areas that may require clearer
explanations or more prominent disclosures, thereby
promoting patient safety.°

Recruitment Strategies

Recruitment tasks in clinical trials often involve crafting
targeted materials that resonate with specific demographics
while being culturally sensitive and engaging. LLMs can
help reduce the recruitment burden by generating such
materials efficiently.

A notable example is the National Institutes of
Health’s development of TrialGPT, an Al algorithm
designed to match potential volunteers to clinical trials
by identifying relevant trials for which individuals are
eligible. This technology enhances outreach efforts and
has the potential to improve participant enrollment rates
by making recruitment strategies more targeted and
accessible."

Grant Writing and Funding Applications

Grant writing is a critical yet time-consuming aspect of
clinical research. LLMs can expedite the development of
grant proposals by structuring content, aligning it with
funding agency requirements, and refining scientific
arguments. This allows researchers to concentrate on core
study design aspects.

LLMs can also assist in conducting literature reviews by
automating the extraction and summarization of relevant
information from extensive collections of scientific
articles and publications.”” Additionally, when developing
grant budgets, LLMs can help identify potential expenses,
distinguish between direct and indirect costs, and suggest
appropriate buffers for unforeseen expenditures.” By
supporting researchers in articulating evaluation methods
and sustainability strategies, LLMs can make grant
proposals more robust and comprehensive.

Table 2: LLM Prompt Generation Guide for Clinical Studies.

Prompt Requirement Prompt Example
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Training and Onboarding Support
Training and onboarding clinical staff efficiently are
essential for maintaining high standards in clinical trials.
LLMs can generate training materials, including FAQs,
compliance checklists, and interactive learning tools.
Studies have shown that using LLMs as a learning assistant
can enhance the acquisition of medical terminology, and
can provide adaptive, personalized training experiences.
By generating diverse scenarios quickly and cost-
effectively, LLMs accommodate specific learning
objectives and skill development needs. These training
approaches are particularly suitable for individual, group,
or remote training sessions. Furthermore, standardized
training resources help maintain consistency across
study sites, while LLM-based simulations provide a more
affordable and scalable alternative to traditional training
methods.”

3.2 Prompt Generation

The effectiveness of LLMs largely depends on how prompts
are written and structured. Prompts can be questions,
statements, or combinations of both that are designed to
generate information, reframe data, or analyze content.
LLM responses are based on language patterns learned
during pre-training and user interactions.

However, LLMs are sensitive to subtle changes in
prompt phrasing, which can result in different outputs.®
To generate accurate and useful responses—especially for
tasks like regulatory guidance, protocol summaries, or
document templates—prompts must be clear and precise.
Table 2 provides examples of optimized prompts tailored
for clinical coordination tasks.

By incorporating LLMs into these processes, clinical
coordination teams can improve workflow efficiency,
reduce administrative errors, and allocate more time to
patient care and trial oversight.

4. Ethical Challenges of LLMs
While LLMs offer promising benefits for clinical
coordination, their implementation raises several ethical

Define the research question
and objective

Define the area and agencies

the information focuses on  trial for a new antiviral drug?”

Define boundaries

Example: “Explain how a randomized controlled trial (RCT) can be used to compare two COVID-19
vaccines. Focus on safety outcomes like adverse events and include trial design considerations.”

Example: “What FDA regulatory guidelines should be followed when designing a Phase I clinical

Example: “Summarize the safety data from COVID-19 vaccine clinical trials conducted between

January 2020 and December 2021, focusing on Phase III trials in adults aged 18—65. Limit the
summary to studies conducted in North America and Europe.”

Define writing style
bullet points.”

Do not enter patient health
information (PHI)

Keep it focused but flexible

Example: “Explain the safety profile of the Pfizer COVID-19 vaccine to a non-medical audience in

Example: “Provide an example of a treatment plan for an adult male in his 40s diagnosed with
Type 2 diabetes in 2015, considering general treatment guidelines.”

Example: “Discuss the differences in adverse event profiles between mRNA and adenovirus-based

COVID-19 vaccines, focusing on the general adult population.”
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and practical concerns. Ensuring data integrity, regulatory
compliance, and ethical Al use is critical for maintaining
trust among trial stakeholders.

4.1 Key Challenges and Mitigation Strategies for
Ethical Considerations of LLMs
Accuracy and Reliability
LLMs generate responses based on their training data,
which can occasionally lead to “hallucinations,” which
are factually incorrect statements.’® Hallucinations cause
LLMs to frequently generate non-existent or incorrect
academic references, which is a particularly concerning
issue in scientific and medical contexts.'® For example,
evaluations of LLMs in a study examining urinary tract
infection diagnosis and management found that it
fabricated 12 of 24 provided citations, creating entirely
fictional medical references that appeared credible.”
Other studies evaluating LLMs' responses to common
medical questions found numerous instances where
the Al provided incorrect drug information or failed to
mention important contraindications.” Users should
be wary of information that contradicts common
knowledge, is unsupported by citations, or source
material.”® Thus, human oversight is essential to
validate Al-generated regulatory guidance and clinical
documentation.

Data Privacy and Security

LLMs are not inherently compliant with privacy
regulations such as the Health Insurance Portability and
Accountability Act (HIPAA) or General Data Protection
Regulation (GDPR). LLMs are susceptible to jailbreaking,
which is caused when the model's built-in safeguards
are bypassed.” In medical research, jailbreaking causes
a confidentiality breach.”® Organizations must establish
protocols to anonymize sensitive data before using Al
tools in clinical workflows.

Bias in Al Output

Since LLMs learn from a diverse range of data sources,
inherent biases may be present. As LLMs are trained from
generalized sources, they may not provide accurate region
and population-based information. Moreover, there is
a black box issue associated with LLMs like ChatGPT,
in which the decision-making processes are opaque,
and the logic that produces the output is hidden.”' The
combination of sampling and exclusion biases in LLMs
has significant implications for clinical administration,
potentially impacting resource allocation, clinical
guideline development, and healthcare access.?? Periodic
audits and validation processes can help identify and
mitigate these biases.®

Consistency in Al Responses

LLMs' output can vary depending on prompt phrasing.
Different prompts cause different outputs. Erroneous
outputs may contain incorrect usage of medical terms,
errors in diagnosis/treatment/management, and provide
irrelevant information. For example, although there is
evidence that the ChatGPT 4.0 model version shows better
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information processing capabilities than the 3.5 model
version, variability in outputs can lead to errors in clinical
contexts, risking patient safety and causing disruptions
in clinical tasks due to unreliable recommendations.*?
Standardizing prompts and evaluating response
consistency across different iterations can improve
reliability.

Ethical Use and Oversight

Altools should complement, not replace, human expertise.
Their roles should be limited to providing support for
routine tasks, with all critical decisions remaining the
responsibility of qualified professionals. Establishing
Standard Operating Procedures (SOPs) for Al use in
clinical trials can help define appropriate applications and
boundaries while ensuring alignment with ethical and
regulatory standards.

Organizations integrating LLMs into clinical coordination
processes must implement risk assessment frameworks to
monitor Al use and mitigate potential issues. Figure 1
outlines the recommended steps for risk assessment,
mitigation, and monitoring.

5. Risk Analysis of LLMs

The integration of LLMs into clinical study tasks presents
both opportunities and challenges. While the potential
for enhancing efficiency and reducing administrative
burdens is promising, the use of Al-driven tools also
carries inherent risks that must be carefully managed. This
section outlines a comprehensive risk analysis framework,
addressing key considerations such as human oversight,
data integrity, regulatory compliance, and continuous
monitoring to safeguard patient welfare and clinical
accuracy (Figure 1).

Risk Assessment
- Nature of the risk:

Analyze the nature of each identified risk and assess

how frequently they are likely to occur when using

LLMs for different tasks.

o Example: When generating a report or summary
from medical data, the primary risks may involve
inconsistencies and hallucinations. Similarly, when
using LLMs to suggest patient communication, the
risk lies in using technical jargon or an inappropri-
ate tone. Adjusting the prompt can help mitigate
these risks.**

- Impact of the risk:

Evaluate the potential consequences if these risks ma-

terialize and establish procedures to address such a

situation if it arises.

o Example: The impact of a data privacy breach can be
severe, resulting in legal repercussions and reputa-
tional damage.

- Risk-sensitive prompts:

Identify the most sensitive prompts within clinical

studies.

o Example: Interpreting study results requires preci-
sion, as errors can have significant consequences. In
these cases, physician oversight is essential.
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Figure 1: Risk Analysis Framework for LLMS in Clinical Trials.

Ris

k Mitigation

Human oversight:

LLMs should be considered a tool to assist clinical

research coordinators, not a replacement for medi-
cal professionals. Qualified professionals must review
any content generated by ChatGPT, as the success of

a clinical study depends on clinical decision-making
and accurate data interpretation.

o Context understanding: Al tools like LLMs may
not fully comprehend the scientific context or the
intricate medical complexities involved.** Human
oversight ensures that the content addresses the
intended audience accurately.

Accuracy assurance: As noted in the challenges sec-
tion of this paper, ChatGPT can produce inaccurate
or nonsensical data due to hallucinations.” Human
reviewers are needed to validate data credibility and
relevance.

Structural integrity: While prompt engineering can
control language, tone, and text format to an extent,
human oversight ensures the response meets regu-
latory standards and specific requirements.

[

o

- Data anonymization:

Before inputting data into LLMs, remove all patient-
identifiable information to comply with privacy
regulations. The responsibility for this lies with the
individual structuring and inputting the prompt."

- Validation:

Implement mechanisms to validate the accuracy
of LLM outputs by comparing them to established

clinical guidelines, literature, or expert opinions.

This task should be performed by data management

personnel or clinical managers.

o Prompt evaluation: Develop a scoring guideline
from test prompts to categorize responses as pass,
fail, inappropriate, or need human assistance.

o Bias audits: Regularly audit the model's outputs
to check for biases, especially when working with
diverse patient populations or varied study data. %

- User access controls:

Restrict access to LLMs by assigning specific roles to
users and monitoring usage to prevent unauthorized
data input or sharing.

- Adherence to regulations:

Ensure that LLM usage aligns with clinical research
regulatory frameworks. Engage with regulatory bod-
ies such as the FDA and IRB to clarify acceptable Al
usage in clinical trials.’

- Training and guidelines:

Ris

Provide clear guidelines and SOPs for clinical coordi-
nators on the appropriate use of LLMs. Clearly specify
which tasks it can assist with and which require
human intervention.

k Monitoring

Incident reporting:

Establish a clear Corrective and Preventive Action
(CAPA) process for reporting any errors, inaccuracies,
or data breaches related to LLM involvement in
clinical study tasks.*
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- Audits:
Conduct periodic audits performed by data manage-
ment or clinical research managers to ensure LLM us-
age complies with both internal policies and external
regulations.

- Feedback loop:
Collect feedback from clinical research coordinators
on their experiences using LLMs, including any errors
or concerns. Use this feedback to update SOPs and im-
prove guidelines regularly.

6. An Organizational Framework for
Implementation of LLMs

To maximize the benefits of LLMs while ensuring
responsible use, organizations should adopt a structured
approach:

Develop SOPs

SOPs should define appropriate Al applications and
establish validation protocols for maintaining data privacy
and regulatory compliance. Organizations should develop
policies to ensure patient privacy when using LLMs,
which may require going beyond existing regulatory
requirements, such as HIPAA.

Train Clinical Staff

Clinical teams should be trained to utilize Al-based
tools and to identify tasks that require human oversight.
Organizations should engage healthcare educators and
professionals in the development and review process to
enhance the quality and accuracy of Al-generated training
content.”

Implement Continuous Monitoring and Audits

Regular performance audits and feedback loops should be
established to refine the integration of LLMs or Al tools
into clinical workflows.

Engage with Regulatory Bodies

Researchers must acknowledge any use of Al-assisted
technologies, including LLMs, in research and manuscript
preparation, typically in the Methods or Acknowledgments
section.’> 2> This acknowledgment will enable agencies
like the FDA and NIH to clarify best practices for Al use
in clinical research and ensure compliance with industry
regulations. For example, scientific journals such as
Nature have added LLM-use rules in their author guide,
including such directions as no LLMs will be accepted as
a credited author on a research paper, and researchers
using LLMs should document this in the methods or
acknowledgments section.*

7. The Future of Al in Clinical Research

The adoption of LLMs in clinical trials reflects a broader
trend toward integrating Al into healthcare. Numerous
studies have demonstrated that models like ChatGPT-4
exhibit remarkable proficiency in medical knowledge
tasks.”” These models have shown varyinglevels of accuracy
across diverse topics, suggesting potential applications in
specific administrative domains where their knowledge
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base is most robust.”” Additionally, LLMs have proven
highly effective as a tool for academic research, prompting
institutions such as the University of Michigan, Harvard
University, Washington University, the University of
California-Irvine, New York University, and Stanford to
develop their own versions of LLMs.?® This trend is likely
to continue as Al technologies advance.

However, in recent years, safety concerns regarding
LLMs have emerged, including significant legal challenges
when ChatGPT was banned in Italy. In 2023, the Italian
Data Protection Authority accused OpenAl of violating
EU data protection rules.* Despite these challenges, the
future points toward the global inclusion of ChatGPT and
other LLMs within regulatory frameworks. As Al continues
to evolve in healthcare settings, the development of robust
frameworks for responsible use will become increasingly
vital across administrative functions.

Several regulations have been established to address
the rapid growth of Al while ensuring stringent controls
on its use, including the European Union's GDPR,*
California’s Health Care Services: Artificial Intelligence
Act' and China's Personal Information Protection
Law.*? These frameworks aim to strike a balance between
innovation and safeguarding data privacy. As Robert M.
Califf, former Commissioner of the US FDA, emphasized,
regulating large language models is crucial to harnessing
their potential while mitigating risks.** Furthermore,
the European Medicines Regulatory Network envisions
Al systems functioning as personal assistants to support
users with daily workplace tasks, significantly enhancing
productivity while maintaining compliance with data
protection legislation.>*

The ability of Al-based tools, such as LLMs, to improve
clinical coordination marks a critical step toward more
advanced applications, including Al-assisted patient
monitoring and personalized medicine. As the field
progresses, responsible innovation and regulatory
vigilance will be paramount to realizing the full potential
of Al'in healthcare.

8. Conclusion
LLMs present a promising solution for addressing
administrative burdens in clinical coordination, including
streamlining documentation, regulatory compliance, and
patient engagement. An example of this is an exploratory
case study that assessed the quality of radiology reports
simplified using ChatGPT.** In the study, ChatGPT was
prompted with the instruction: “Explain this medical
report to a child using simple language.” The simplified
radiology reports were subsequently evaluated by 15
radiologists, who rated their quality based on factual
correctness, completeness, and the potential for patient
harm. The results indicated that most reports were
complete and factually accurate, with no identified
potential for patient harm. However, there were instances
in which potential harm could be caused by the reports’
inclusion of incorrect data or the omission of pertinent
medical information.*

These findings underscore the need for careful planning,
robust oversight, and strict adherence to ethical standards
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when integrating LLMs into clinical administration.
Healthcare organizations must strike a balance between
leveraging the capabilities of Al and implementing
appropriate safeguards to prevent biases from undermining
administrative decision-making, compromising patient
care, or exacerbating health disparities.®

By implementing Al responsibly, clinical teams can
enhance efficiency, reduce errors, and improve trial
outcomes. As Al technologies continue to evolve, LLMs will
undoubtedly play an increasingly pivotal role in shaping
the future of clinical research and reducing administrative
burdens.
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