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Objective: To identify studies conducted using the direct, electronic extraction of electronic health record (EHR) data to electronic data capture (EDC) systems, also known as eSource, and to identify any gaps or limitations present for promoting standardized health information exchange in clinical research.

Materials and Methods: Articles were included only if the solution described (1) utilized eSource to directly exchange data electronically from EHR-to-EDC and (2) was relevant to a prospective clinical study use case.

Results: In total, 20 relevant articles were identified, describing a total of 15 unique eSource interventions. Of the 15 interventions, 12 were single-site, single-EHR (SS-SE) implementations and 3 were multi-site, multi-EHR (MS-ME) implementations. All 15 implementations mentioned the use of standards, but nearly all referenced older data exchange standards.

Discussion: Following the trajectory of work towards direct EHR-to-EDC, eSource data collection, we appear to have arrived at the point where information systems leveraging data standards can offer efficiency and increased quality in clinical research. However, these methods need to be tested for effectiveness and acceptance in the context of real multicenter clinical trials. Several early studies using a single source of data for research and patient care appeared over a decade ago. Since that time, implementations and evaluations have been scarce and almost always confined to single-EHR, single-EDC, single-institution implementations.

Conclusion: These results only further emphasize the observation that the clinical trial use case continues to be the most difficult and least demonstrated eSource-related initiative. Thus, additional work is critically needed in this area to address the gaps identified from the literature.
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1. Introduction
Since the advent of health information systems and electronic health records (EHRs), clinical researchers have sought to harness the resulting data for use in clinical research. The direct use of EHR data, often referred to as ‘eSource’, has long been an optimistic and highly desired goal in prospective clinical trials because of anticipated increases in data quality and reductions in site burden. Over the last decade, sporadic attempts toward this have been reported, most of which have been limited to single-EHR, single-EDC (electronic data capture), and single-institution implementations. Successful implementation of a generalizable eSource solution requires (1) use of data standards, (2) process re-design, and (3) the rigorous evaluation of data quality, site effort, cost, and feasibility.

Accordingly, the objective of this manuscript was to build upon our prior work to (1) identify clinical research studies conducted using the direct, electronic extraction of electronic health record (EHR) data to electronic data capture (EDC) systems and (2) identify any gaps or limitations present for promoting standardized health information exchange in clinical research.

2. Materials and Methods
In 2019, Garza and colleagues published the original systematic review of the literature to identify EHR-to-EDC eSource studies. Articles were included only if the solution described (1) utilized eSource to directly exchange data electronically from EHR-to-EDC and (2) was relevant...
to a prospective clinical study use case. This resulted in the identification of 14 relevant articles.

Since the publication of the original review, a secondary scan of the literature was conducted to identify eligible articles that had since been published. For this search, the dates of publication were limited to January 2018 through December 2020. The same methods were used to identify, evaluate, and categorize each article as was done in the original review. This resulted in the identification of six additional articles. Thus, the final set was comprised of 20 total articles (Figure 1).

Each study was categorized according to four critical dimensions, including: (1) whether the study was conducted at a single site or was part of a multi-site study, (2) whether the study utilized a single EHR or multiple EHRs, (3) whether or not the study was conducted as part of an ongoing, prospective clinical study, and (4) whether or not relevant standards were used. It is recommended that readers become familiar with the content of the original review prior to this secondary publication, as it contains important content that will not be repeated here.

3. Results

Across the 14 manuscripts identified as part of the primary review, there were 10 distinct eSource interventions evaluated. Eight of the ten interventions were single-site, single-EHR implementations. Of the two multi-site, multi-EHR interventions remaining – (1) the European EHR for Clinical Research (EHR4CR) centralized commercial, fee-for-service platform (www.ehr4cr.eu) and (2) the European TRANSFoRM project (www.transformproject.eu) – only one (TRANSFoRM) was part of an ongoing, prospective study. These approaches all leveraged older data exchange standards and evaluative measures remained inconsistent across studies.

Upon review of the six additional manuscripts, there were five distinct eSource interventions evaluated, bringing the total to 15 eSource interventions across all 20 publications. One of the manuscripts described the protocol development process for a future eSource evaluation study, the TransFAIR study, developed as part of the EHR2EDC Project (https://eithealth.eu/project/ehr2edc/). The TransFAIR study is meant to be a proof-of-concept for an EHR-to-EDC eSource technology for use.
in clinical research. The authors indicate that the tool will be used and evaluated as part of six ongoing clinical trials, across three hospitals (a multi-site, multi-EHR implementation).\textsuperscript{24} To date, the implementation, use, and evaluation of the intervention has not been completed (no published results). As such, it was not counted as part of the “distinct eSource interventions” count. Still, if carried out, this work has the potential to be a significant advancement in the field and worth additional review. Thus, while this study is not included in the total intervention count, additional information is included in Appendix A.

Of the five newly identified interventions, four were single-site, single EHR implementations\textsuperscript{24–27} and one was a multi-site, multi-EHR implementation.\textsuperscript{28} Most of the interventions (four of five) leveraged older standards, i.e., Health Level Seven (HL7®) v2.5, HL7® Clinical Document Architecture (CDA\textsuperscript{®}), Integrating the Healthcare Enterprise (IHE) Retrieve Form for Data Capture (RFD).\textsuperscript{24–26,28} However, one of the five did utilize the HL7® Fast Healthcare Interoperability Resources (FHIR\textsuperscript{®}) standard.\textsuperscript{27} Even so, the FHIR-based solution was a single-site, single-EHR implementation not yet evaluated within the context of a clinical trial.

When consolidated with the results of the primary literature review, the final breakdown is as follows (Table 1). Across the final 20 manuscripts identified, there were 15 distinct eSource interventions evaluated. Of the 15 interventions, 12 (80%) were single-site, single-EHR (SS-SE) implementations and 3 (20%) were multi-site, multi-EHR (MS-ME) implementations. All 15 implementations mentioned the use of standards (some in more detail than others), but nearly all (14 of 15, or 93%) implementations were based on older data exchange standards. Again, only one\textsuperscript{27} referenced the use of FHIR\textsuperscript{®}, but it was a single-site, single-EHR implementation and not yet evaluated in the context of a clinical trial. Additional information on the full set of manuscripts (n = 20) is available in the Appendix A, including study categorization, findings, and limitations.

4. Discussion

4.1. Single-Site, Single-EHR Implementations

Use of EHR data for research has been occurring since the earliest uses of computers in medicine.\textsuperscript{1} Early demonstrations of what can be referred to as first-generation EHR-to-EDC eSource implementations, occurred sporadically, often as single-study, single-site implementations.\textsuperscript{2} Reports of the direct use of EHR data in prospective studies appeared as late as 2007.\textsuperscript{28} With one exception—the STARBRUTE proof-of-concept\textsuperscript{12}—these early attempts were often custom builds within institutional EHR systems and largely did not leverage the nascent clinical research data standards simultaneously in development.

Later attempts at EHR-to-EDC eSource went a step further toward generalizability across systems, studies and institutions and developed\textsuperscript{12–38} or utilized\textsuperscript{12–18,24–27} data standards to facilitate consistent definition and format of the data. These second-generation EHR-to-EDC solutions significantly advanced EHR-to-research interoperability through the use of data standards.\textsuperscript{3,5} Still, these implementations were few and, like early attempts, were confined to single-EHRs, single-studies (EDCs), or single-institutions.\textsuperscript{11} Further, evaluation measures have infrequently included quality and cost outcomes and are difficult to compare across studies.\textsuperscript{6,11}

For example, in 2009, the Munich Pilot,\textsuperscript{13} utilized a pre-post design to (1) measure the impact of the integrated EHR–EDC system on trial quality, efficiency, and costs, and (2) characterize the workflow differences between ‘traditional’ trial management and the integrated EHR–EDC system. The Munich Pilot was conducted within a 19-patient investigator-initiated oncology trial, for which between 48 to 69 percent of the study data (more for some visits, less for others) were prepopulated, resulting in an almost five-hour reduction in data collection time.\textsuperscript{13} Time parameters appear to have been manually logged, i.e., not blinded, and data quality was measured by the number of system or monitor generated queries.\textsuperscript{13} Though only these weak endpoints were measured, the Munich Pilot demonstrated a statistically significant reduction in time for data collection activities.\textsuperscript{13} However, there were too few data queries to assess this pilot study’s impact on data quality.\textsuperscript{13,39,40}

In 2014, Laird-Maddox, Mitchell, and Hoffman\textsuperscript{16} implemented and evaluated a technical solution at Florida Hospital (Orlando, Florida), referred to as the Florida Hospital Cerner Discovere Pilot. Leveraging the IHE RFD standard and the HL7 Continuity of Care Document (CCD\textsuperscript{®}), the objective of the study was to enable the electronic exchange of EHR data from the Florida Hospital Cerner Millennium EHR to the separate and independent, web-based Discovere EDC platform. The pilot reported minimal interruption of the EHR session and available data flow from the EHR to the study eCRF without manual reentry.\textsuperscript{16} The investigators claimed improved data quality and reduced data collection time, but the results were not quantified.\textsuperscript{16}

In 2015, at the University of Arkansas for Medical Sciences (UAMS), Lencioni and colleagues\textsuperscript{17} implemented and evaluated an EHR-to-Adverse Event Reporting System (AERS) integration. The premise was to develop a tool to automate the detection of adverse events (AEs) using routine clinical data directly from the EHR using MirthConnect’s web service, HL7® messages, and the IHE Retrieve Process for Execution (RPE) integration.
profile. The system integration software was developed to provide systematic surveillance and detection of AEs knowable from the health record including (1) lab related adverse events that are automatically generated based on study participant’s lab results and (2) unscheduled visits. Although data quality was not assessed, implementation of the AERS system was associated with a reduction in “sponsor generated AE-related queries, and a staff-estimated 75% increase in lab-based AE reporting.” The system is still in use and demonstrates that it is possible for clinical research systems to interface directly with a site’s EHR. Still, it is important to note that the outcomes assessed as part of this study were based on staff perceptions, and, again, this was a single-site implementation.

In 2017, at Duke University, Nordo and colleagues developed and evaluated the RADaptor software, a standards-based, EHR-to-EDC solution. RADaptor was deployed for use at a single institution (Duke) for an OB/GYN registry. Similar to the Cerner Discovey Pilot, the RADaptor utilized the IHE RDF integration profile and compared data collection via the eSource approach versus the standard approach (traditional medical record abstraction). Through the use of RADaptor, a decrease in collection time (37%) and transcription errors (eSource, 0% versus non-eSource, 9%) was achieved. Although these results are promising, the evaluation was performed on a single-site implementation; and, therefore, these findings lack generalizability.

Around the same time, Matsumura and colleagues published their work on the CRF Reporter, a tool developed to improve efficiency in clinical research by integrating EMRs and EDCs. According to the authors, CRF Reporter is an independent application that can be integrated with the EMR (an RDF-like integration). It offers dynamic, “progress notes” templates for clinical data entry that utilize Clinical Data Interchange Standards Consortium (CDISC) Operational Data Model (ODM) for configuring study metadata (data element mapping), which then allows for standardized transmission from CRF Reporter to the “CRF receiver” within the EDC or clinical data management system (CDMS). The templates are created by end-users (clinicians/researchers) using the template module from within the CRF Reporter interface; the functionality is similar to that of semi-structured clinical progress notes.

A major limitation of this work is the lack of detail surrounding the evaluation (no mention of evaluative processes or measures) and the lack of evidence (no data) to support the claims noted within the manuscript. For example, while there is mention of the number of templates and data points registered and used at one site (Osaka University Hospital), there is no quantitative evidence to indicate whether or not the CRF Report has been useful (e.g., improved data quality, reduced site burden, or reduced costs). In their primary manuscript, Matsumura and colleagues claim that the system (1) "has been evaluated in detail and is regarded with high esteem by all of [clinical research coordinators] and doctors in charge" and (2) "can save both labor and financial costs in clinical research;" but, again, there is no supporting evidence to justify these claims, nor is there any explanation of any evaluative measures used to quantify success.

In 2019, Takenouchi and colleagues published their work on the SS-MIX2 (Standardized Structured Medical Information eXchange2) project. Similar to the Cerner Discovey and RADaptor projects, SS-MIX2 leveraged the IHE RFD integration profile to support data exchange from the EMR to the EDC. The SS-MIX2 project was inspired by the early work of Kimura and colleagues on the SS-MIX (Standardized Structured Medical Information eXchange) project. The SS-MIX project focused explicitly on the exchange of EMR data between institutions for clinical purposes by offering a “standardized storage” infrastructure through use of the HL7® v2.5 messaging standard. Takenouchi’s SS-MIX2 project took Kimura’s work a step further to extend beyond routine clinical care to include the clinical research use case (promoting exchange between the EMR and EDC). However, the primary technology remained centered on the HL7® v2.5 messaging standard.

SS-MIX2 utilized IHE RDF to display a CRF template within the EMR, referred to as the “EMR Stamp,” which allowed the clinician to enter both routine clinical and research-related data directly into the patient’s health record. Although the intent of the product was to be utilized across multiple sites and EMRs, this particular project was a single-site (Hamamatsu University Hospital), single-EMR (Translational Research Center for Medical Innovation (TRI) System) implementation. The authors mentioned the use of data elements specific to a type 2 diabetes observational study, but it did not appear that this work was done within the context of the actual study, only that the data elements were used for template creation and mapping and testing the system. It was also noted that, due to the limitations in the type of data collected, SS-MIX2 would be most applicable to “simpler protocols” (i.e., observational studies). Takenouchi and colleagues also indicated that there was potential for “better cost-benefit performance,” resource savings, and improved data quality—referencing the results from the RADaptor project. These statements, though, were not supported by any quantitative results and simply referencing another project’s results is insufficient and non-transferrable. Similar to the CRF Reporter publication, Takenouchi and colleagues centered their writing on the development process and technical architecture, but not on the system evaluation.

Around the same time, Rocca and colleagues published a report describing an eSource implementation at the University of California San Francisco (UCSF), referred to as the OneSource Project. The OneSource Project was a collaborative effort between UCSF and the FDA to develop a standards-based approach for automating EHR-to-EDC data collection for clinical research studies. This work utilized CRFs from an existing phase II clinical trial, but the implementation and evaluation were conducted...
within a test environment, and not within the context of an ongoing trial. Phase I of the OneSource demonstration project leveraged the HL7® CCD®, Clinical Data Interchange Standards Consortium (CDISC) Operational Data Model (ODM), and IHE RFD standards for the capture and transmission of clinical research data. The primary objective of Phase I was to “assess the utility of the standards-based technology”26 through EHR-to-eCRF data element mapping using Clinical Data Acquisition Standards Harmonization (CDASH) terminology (similar to the data standards work done by Garza and colleagues44–46 and to the RADaptor implementation work by Nordo and colleagues19). As part of Phase I, Rocca and colleagues26 performed a gap analysis to identify the availability of CRF data elements within the EHR. However, the methods and results were not clearly articulated, and the sample (n = 31 data elements across 3 CRFs) was hyper-specific to the specific trial and much too small to be generalizable to other studies and other institutions. Moreover, neither the tool itself, nor the standards implemented, were truly evaluated as part of this work. Additionally, the standards implemented as part of Phase I – primarily HL7® CCD® and IHE RFD – have been identified in earlier works as outdated and/or lacking in content coverage.13,18,46 Phase II was discussed briefly as proposed future work to extend OneSource by incorporating additional standards (i.e., HL7® FHIR®) and functionality (i.e., visualization systems integration); although, a timeline for this work was not provided.

Most recently, in 2020, Zong and colleagues27 published preliminary results on a demonstration project using a FHIR-based mechanism, referred to as the “computational pipeline,” for extracting EHR data for clinical research. The researchers leveraged an existing FHIR-based cancer profile (Australian Colorectal Cancer Profile, ACP) and the FHIR® Questionnaire and QuestionnaireResponse resources27 to create a standards-based approach for automating CRF population from EHR data for cancer clinical trials.27 For this particular use case, the researchers evaluated the accuracy of the tool in pulling data from the Mayo Clinic’s Unified Data Platform (UDP), or clinical data warehouse, to a single CRF for 287 Mayo Clinic patients (1,037 colorectal cancer synoptic reports), with an average accuracy of 0.99.27 Of all the publications identified through the systematic review, this is the only published study utilizing the FHIR® standard. However, the study was limited to a single-site, single-EHR implementation, and, like its predecessors, the findings lacks generalizability. Moreover, the mechanism developed did not connect to the EHR, but to a clinical data warehouse. The benefits to this use case are that Mayo’s UDP provides access to “heterogeneous data across multiple data sources,”27 including the EHR, which offers data seekers a single platform from which to extract data using FHIR®. Nevertheless, there are certain factors to consider when working with warehouse data. Typically, the source data that makes it into a clinical data warehouse often undergo several rounds of transformation prior to reaching the warehouse. Thus, the warehouse is not always an exact copy of the source system(s); and, depending on the institution’s procedures for pulling the data into the warehouse, there may be a lag between the data from the actual source system and the data in the warehouse. Further, data warehouses are developed internally, to address the specific data needs of a particular institution, and the results from one are not always generalizable to all. Zong and colleagues27 also noted three limitations of their work: (1) The study was limited to a single, and relatively simple CRF; (2) the ACP (FHIR-based profile) was used to cover most of the data elements from their CRF, but it did not provide a comprehensive list of data elements typically required; and (3) much of the phenotypic cancer data required for research is often embedded in unstructured narratives, however, this study only focused on synoptic reports and structured data elements. This only further emphasizes the need for additional research in this area.

From here, the next step was determining the extent to which existing EHR data would be used in clinical research studies and, like the STARBRUTE,12 RADaptor,18 and clinical pipeline27 demonstration projects, evaluating existing or developing standards for their utility in secondary data use for clinical research. The clinical trial data collection use case has since become more fully developed as the direct use of EHR data via electronic extraction and semi- or fully-automated population of a study-specific eCRF within an EDC system has come to light.

4.2. Multi-Site, Single-EHR Implementations

The EHR4CR initiative, which began in 2011, was a multifaceted, collaborative project comprised of various phases.18–22,30 Unlike its predecessors, the EHR4CR pilot study went beyond the single-site implementation approach, engaging with multiple academic medical hospitals across five European countries to install and evaluate the EHR4CR platform. Work is ongoing, but at the time of this review, the EHR4CR platform had not yet been evaluated within the context of a pragmatic trial.

In 2017, Ethier and colleagues published on the European TRANSFoRm Project. The TRANSForm Project was conducted from 2010–2015 as a pilot study to design and evaluate the implementation of a new, technical architecture for the Learning Health System (LHS) in Europe.48 The TRANSFoRm eSource method and tools were formally evaluated using a mixed-methods study of the TRANSFoRm technology as a nested, cluster randomized trial embedded fully within an RCT (700 subjects, 36 sites, five countries and five different EHR systems). The primary objective for the study was to evaluate clinical trial recruitment, comparing eSource to traditional methods.23 The study’s sample size estimate assumed the TRANSFoRm system would increase subject recruitment by 75% (RR 1.75), from 20% in the control arm to 35% in the intervention arm.23 In the actual study, average recruitment rates were 43% and 53%,
respectively in the TRANSFoRm and control arms with a large between-practice range in recruitment rates. Most importantly, TRANSFoRm was able to demonstrate “that implementation of EHR-to-EDC integration can occur within an RCT’s start-up timeline.”

In 2018, Devine and colleagues published their work on the Comparative Effectiveness Research and Translation Network (CERTAIN) Validation Project. The intent of the project was to develop and validate a semi-automated data abstraction tool for clinical research. The abstraction tool, herein referred to as CERTAIN, leveraged HL7® standard messages (although the version was not fully specified) to semi-automate the data abstraction process from disparate EHR systems to a central data repository (CDR), with the intent of using the consolidated data from the CDR for quality improvement (QI) and clinical research purposes. Four unaffiliated sites installed the commercial CDR product to retrieve and store data from their EHRs (one Cerner, one Siemens, and two Epic sites) using a centralized federated data model. The data elements selected as part of the validation project were specific to those collected for Washington State’s Surgical Care Outcomes and Assessment Program (SCOAP) QI registry. A two-step process28,49 was used to select “which EHR data sources to ingest and which SCOAP data elements to automate,” resulting in five domains of interest – ADT (admission, discharge, and transfers), laboratory services, dictations, radiology reports, and medications/allergies – across three different forms – abnormal/oncologic, non-cardiac vascular, and spine.28 Then, a comparison was performed to assess data availability within the various EHRs and accuracy between the manual and automated methods for case identification – both processes occurring in parallel. The validation was conducted in three phases: ingestion, standardization, and concordance of automated versus manually abstracted cases.28

The CERTAIN Validation Project went beyond many of the previous studies (both SS-SE and MS-ME) in that the researchers conducted an evaluation of the source data to support their use case (across multiple EHRs). Through this work, Devine and colleagues28 identified significant gaps in the EHR with regards to the availability of the data in a format conducive to automated extraction techniques (structured versus unstructured/requiring NLP versus requires “additional resources”). The evaluation pertaining to the EHR-to-EDC data collection mechanism (CERTAIN) found lower accuracy rates in identifying SCOAP cases through use of their semi-automated tool versus traditional manual approach. It is unclear as to whether the standard of choice was a factor; the authors noted the use of “HL7 standard messages”, but did not provide detail as to the specific standard or the version implemented.

Both EHR4CR and TRANSFoRm have built on earlier successes and have expanded system functionality beyond that of the aforementioned first- and second-generation EHR-to-EDC eSource implementations. Moreover, each solution was designed to support multicenter clinical trials, leveraging data exchange standards and advancing the field by more consistently evaluating quality and efficiency. However, EHR4CR was reliant on sites having clinical data warehouses with relevant EHR data and has not yet been evaluated for data collection in a multicenter clinical trial; and while the TRANSFoRm project was conducted in the context of an ongoing clinical trial, only 26 data elements were extracted, and the evaluation conducted on the implementation was only focused on the impact on recruitment rate, for which it failed to show efficacy.

4.3. Limitations
The limitations of this review are as follows. Although robust databases were utilized to identify the publications, relevant manuscripts were difficult to find. Further, much of the work done in the standards development and implementation space is not often published in peer reviewed journals, but rather as white papers or within project specific wikis or project management platforms. Thus, there is the potential that some relevant work may have been missed. Lastly, the methods used for search and review of the literature could have been strengthened by utilizing a second reviewer throughout the review process, primarily to assist with screening full-text articles.

5. Conclusion
From these results, several things become apparent. First, given the long-standing desire to leverage EHR data for secondary use and streamline data collection for clinical research, there are currently few examples of direct EHR-to-EDC eSource implementations in the published literature. Second, of those publications that are available, the majority were single-site, single-EHR implementations that (1) were not evaluated within the context of an ongoing clinical trial, (2) referenced older (or no) data exchange standards, and/or (3) were inconsistent in measuring and evaluating the implementation. As such, the scalability and generalizability of these attempts comes into question. Of the three multi-site, multi-EHR implementations presented, two referenced older standards and one did not specify the version used. A fourth implementation was identified, but has not yet published results, and while it was said to be part of an ongoing clinical trial, there is no information yet available on whether or not the implementation was carried out accordingly, nor on the measures (and results) used to evaluate the implementation. The results of the literature review only further emphasize the observation by Kim, Labkoff, and Holliday50 that the clinical trial data collection use case continues to be the most difficult and least demonstrated. Thus, additional work is critically needed in this area to address the gaps identified from the literature. We acknowledge the ongoing work to address existing interoperability and data exchange issues in clinical research; but the results of these efforts do not appear to be readily available to the broader scientific community. Therefore, we encourage those working in this area to publish their findings.
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Abbreviations
Term* indicates further explanation of the term below

CRF = Case Report Form [for case reporting in clinical trials]
CRF Reporter is an independent application that can be integrated with the EMR (an RFD*-like integration)
HL7® v2.5 = Health Level Seven
HL7® CDA® = Clinical Document Architecture
IHE = Integrating the Healthcare Enterprise [independent non-profit membership organization]
RFD = IHE RFD = Retrieve Form for Data Capture – provides a method for gathering data within a user’s current application to meet the requirements of an external system
HL7® FHIR® = Fast Healthcare Interoperability Resources
HL7® CCD® = Continuity of Care Document
CDISC = Clinical Data Interchange Standards Consortium (CDISC)
CDISC ODM = CDISC Operational Data Model (ODM)
CDMS = clinical data management system
CDA = CDSF’s Clinical Data Acquisition Standards Harmonization establishes a standard way to collect data consistently across studies and sponsors so that data collection formats and structures provide clear traceability of submission data into the STDM®
STDM® = Study Data Tabulation Model
ACP = Australian Colorectal Cancer Profile
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